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Introduction

Boosting

This 1s a general method for improving the
performance of any weak classifier.

A weak classifier performs only slightly better
than random guessing!

In principle, boosting can be applied to
NN

KNN
Trees
etc.
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Boosting — General Algorithm

T, = [(x}, y1,Wy),... (0, Yy, W) ] = 1nitialize()

forkinl,.. K
fi(x) =train(T))
o, = minimize (ErrorFunction,)

T = modify(T,)

F(x)= Zakfk (x)
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Adaptive Boosting — Algorithm

T, =[(x}, y1,Wy),... (0, Yy, W) ] = 1nitialize()

forkinl,.. K

fi(x) =train(T),)
compute € = D.i. yf<oWi
compute o, =In [(1-e,)/¢e,]
; update Wi, i = W i eXpl-oy Vi fil()/2] /
k

F(x)= Zakfk (X)
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Adaptive Boosting

Training
Training data (x,, y,), (x5, 1»), ...
y 1s —1 for background
y 1s +1 for signal.

Train a classifier f(x) that assigns —1 or +1 to x.
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Adaptive Boosting — 11

Choosing o

Consider the product u;, = y. f(x.) for some
event x, with class label y, and weight w.

If f(x) =y then u = +1
If f(x) # y then u = —1

For a given classifier f(x), this suggests
choosing o such that

N
Z, = Z w, exp(—a, u; /2)
1S minimized =
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Adaptive Boosting — 111

Re-write Z 1n terms of error rate err:

Z = Zw exp(—a u,) = exp(—a) Zw +exp(ax) Zw

i, =+1 iu;=—1
=exp(—a)(1—err)+exp(a) err
Minimize:
Z:_Z = —exp(—a)(1—err)+exp(a) err =0
o

And find:
=In[(1-err)/err]

Harrison B. Prosper Single Top Meeting 20 April 2005



Adaptive Boosting — 1V

Normalization Z

Ly = 2\/5k(1_5k)

Training error 1s bounded by

&< HZ\/gk(l—gk) < exp(—2Ky?)
if 0.5-¢ >7y>0

vy 1s referred to as the weak edge. So, if one runs
the algorithm forever, the training error — zero
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Summary

Boosting

This 1s simply another method to combine
many classifiers to make one that works better
than any individual.

In principle, it can be applied to any method.

But, if a method 1s already very powerful,
boosting won’t help much!
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