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A VERY BRIEF HISTORY OF 
ML/AI



Aristotle in the 
The School of Athens

Raphael, 1509
Wikimedia Commons

384 B.C. to 322 B.C



Example:
A = She is a physicist B = She is smart
Major premise: If A is TRUE, then B is TRUE
Minor premise: She is a physicist is TRUE
Conclusion: Therefore, She is smart is TRUE

Note, however, according to Aristotle, we cannot conclude 
that if She is smart is TRUE, She is a physicist is TRUE!

!" = $, $ = 1 → ( = 1, but ( = 1 ↛ $ = 1



Moveable type (Gutenberg Bible, 1456)

By NYC Wanderer (Kevin Eng) - originally posted to Flickr as Gutenberg Bible



17th century
ú Many philosophical ideas about knowledge, reason, 

and the nature of Man.

18th century 
ú 1763 – Thomas Bayes publishes important theorem.
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19th century
ú 1801 – Joseph-Marie 

Jacquard invents first 
programmable machine.

Wikimedia commons



19th century

ú 1832 – Charles Babbage designs first programmable 
calculator.

ú 1854 – George Boole invents algebra
of logic. 
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1890 US Census
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Herman Hollerith 
(1860 – 1929)

Wikimedia commons



A Very Brief History

20th century (1900 – 1950)
ú 1936 – Alan Turing proposes a universal computing 

machine. 

ú 1943 – Warren McCulloch and Walter Pitts invent 
neural networks (NN).

ú 1950 – Turing Test, an operational definition of an 
artificially intelligent agent. 



A Very Brief History

20th century (1950 – 2000)
ú Many important developments:

1. First industrial robot (George Devol’s Unimate). 
2. Development of specialized computer languages.
3. First robot able visually to locate and assemble 

objects (Edinburgh University).
4. Werbos invents backpropagation algorithm.
5. First autonomous robot rover on Mars (Sojourner, 

NASA, July 1997).
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Stan Honda/AFP/Getty Images

1997 World chess champion Gary Kasparov defeated 
by IBM’s Deep Blue
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Carol Kaelson/Jeopardy Productions Inc., via Associated Press

Computer Wins on ‘Jeopardy!’: Trivial, It’s Not
New York Times, Feb. 17, 2011 

Ken Jennings: “I felt obsolete”
TED Talk



Machine 4, Human 1

2016 – Google’s DeepMind AlphaGo program beats Go 
champion Lee Sodol.

Photograph: Yonhap/Reuters



A Very Brief History of ML/AI

“Michigan State professors protest their 
replacement by iPhone 9000s”

New York Times, Feb. 8, 2078
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MACHINE LEARNING:
THE STATE 

OF 
THE ART



“That is positively the dopiest idea I have heard.” 
Richard Feynman, 

Thinking Machines Corporation, summer 1983.



The State of the Art
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f used for regression
n used for classification
w a, b, c, d are free 

parameters to be fitted.
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A deep neural network (DNN) with two “hidden” layers.

input layer hidden layer 1  hidden layer 2   output layer

x h1(c1 + d1x)
h2(c2 + d2h1)

o = h3(c3 + d3h2)

Deep Neural Networks



In 2006, University of Toronto 
researchers Hinton, Osindero, 
and Teh* developed a
sophisticated practical method to 
train deep neural networks. 

Deep Awakening
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* Hinton, G. E., Osindero, S. and Teh, Y., A fast learning algorithm 
for deep belief nets, Neural Computation 18, 1527-1554. 

Geoffrey Hinton



But, it turns out that sophistication may be overrated*!

*Cirȩsan DC, Meier U, Gambardella LM, Schmidhuber J. , 
Deep, big, simple neural nets for handwritten digit recognition. 
Neural Comput. 2010 Dec. 22 (12): 3207-20. 
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(784, 2500, 2000, 1500, 1000, 500, 10)

24Figure 1: The 35 miss-classified digits of the best network from Table 1, together with

the two most likely predictions (bottom, from left to right) and the correct label accord-

ing to MNIST (top, right).

the very competitive MNIST handwriting benchmark, single precision floating-point

GPU-based neural nets surpass all previously reported results, including those obtained

by much more complex methods involving specialized architectures, unsupervised pre-

training, combinations of machine learning classifiers etc. Training sets of sufficient

size are obtained by appropriately deforming images. Of course, the approach is not

limited to handwriting, and obviously holds great promise for many visual and other

pattern recognition problems.
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Upper right: correct answer; lower left answer of highest DNN output; 
lower right answer of next highest DNN output.



Many of the breakthroughs in tasks such as face recognition 
use a DNN called a convolutional neural network (CNN). 

Source: https://www.clarifai.com/technology
http://yann.lecun.com/
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Deep Neural Networks

https://www.clarifai.com/technology
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Follow the Yellow Brick Road!

Giusti et al. treat the problem of trail navigation as a 
classification problem! 

Data: 8 hours of
1920 x 1080 30fps
video using 3 GoPro
cameras.

IEEE Robotics and Automation Letters ( Volume: 1, Issue: 2, July 2016 )
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Fig. 3: Left: given a point, ~t is the direction a hiker would walk in
order to follow the trail. Right: illustration of ~v, ↵, � (see text).

Let ↵ be the signed angle between ~v and ~t: we consider
three classes, which correspond to three different actions that
the (human or robotic) carrier of the camera should implement
in order to remain on the trail, assuming that the camera is
looking at the direction of motion.
Turn Left (TL) if �90� < ↵ < ��; i.e., the trail is heading

towards the left part of the image.
Go Straight (GS) if ��  ↵ < +�; i.e., the trail is heading

straight ahead, at least in the close range.
Turn Right (TR) if +�  ↵ < +90�; i.e., the trail is heading

towards the right part of the image.
Given the input image, our goal is to classify it in one of these
three classes. In the following, we consider � = 15�.

Note that, in case the absolute value of ↵ is large, the trail
may entirely lie outside of the camera field of view; e.g., this
happens if the robot is looking in a perpendicular direction
with respect to the trail. In that case, the image only allows
us to infer that the true class is not Go Straight (GS).

III. VISUAL PERCEPTION OF FOREST TRAILS

We solve the problem as a supervised machine learning
task, which is extremely challenging because of the wide
appearance variability of the trail and its surroundings: per-
ceptions are heavily affected by lighting conditions, vegetation
types, altitude, local topography, and many other factors. We
deal with such challenges by gathering a large and represen-
tative labeled dataset, covering a large variety of trails and a
long distance on each.

A. Dataset
To acquire such a dataset, we equip a hiker with three head-

mounted cameras: one pointing 30� to the left, one pointing
straight ahead, and one pointing 30� to the right; the fields
of view of the three cameras partially overlap and cover
approximately 180 degrees (see Figure 3). The hiker then
swiftly walks a long trail, by taking care of always looking
straight along its direction of motion. The dataset is composed
by the images acquired by the three cameras.

Each image is labeled, i.e. it is associated to its ground
truth class. Because of the definition of our classes, all images
acquired by the central camera are of class GS: in fact, they

were acquired while the hiker was walking along the trail, and
looking straight ahead (i.e., ↵ ⇡ 0�) in the direction of motion.
Conversely, the right looking camera acquires instances for the
TL class, with ↵ ⇡ 30�; and the left-looking camera acquires
instances of the TR class (↵ ⇡ �30�).

The dataset1 is currently composed by 8 hours of 1920 ⇥
1080 30fps video acquired using three GoPro Hero3 Sil-
ver cameras in the configuration outlined above, and cov-
ers approximately 7 kilometres of hiking trails acquired at
altitudes ranging from 300m to 1,200m, different times of
the day and weather. Exposure, dynamic range and white
balance are automatically controlled by the cameras. To avoid
long exposure times, which would yield to motion-blur, all
sequences are acquired during daytime, excluding twilight.
Many different trail types and surroundings are represented,
ranging from sloped narrow alpine paths to wider forest roads.
Acquisitions are normally uninterrupted unless for technical
reasons or to avoid long sections on paved roads; this ensures
that the dataset is representative not only of ideal, “clean”
trails but also of frequent challenging or ambiguous spots often
observed in the real world. Synchronized GPS and compass
information has been recorded for most sequences, but is
unused at the moment.

The dataset has been split in disjoint training (17,119
frames) and testing (7,355 frames) sets. The split was defined
by carefully avoiding that the same trail section appears in
both the training and testing set. The three classes are evenly
represented within each set.

B. Deep Neural Networks for Trail perception

We use a DNN [17] as an image classifier, and adopt the
network architecture detailed in Figure 5, that has been shown
to perform well when applied to a large amount of image
classification problems [17]; in particular, we consider a matrix
of 3 ⇥ 101 ⇥ 101 neurons as the input layer, followed by a
number of hidden layers and three output neurons.

The input image is first anisotropically resized to a size of
101 ⇥ 101 pixels; the resulting 3 ⇥ 101 ⇥ 101 RGB values
are directly mapped to the neurons in the input layer. For a
given input, the DNN outputs three values, representing the
probability that the input is of class TL, GS, TR, respectively.

Training a net: The 17,119 training frames are used as
training data. The training set is augmented by synthesizing
left/right mirrored versions of each training image. In partic-
ular, a mirrored training image of class TR (TL) yields a new
training sample for class TL (TR); a mirrored GS training
sample yields another GS training sample. Additionally, mild
affine distortions (±10% translation, ±15� rotation, ±10%
scaling) are applied to training images to further increase the
number of samples. The DNN is trained using backpropagation
for 90 epochs, which requires about 3 days on a workstation
equipped with an Nvidia GTX 580 GPU. The learning rate
is initially set to 0.005, then scaled by a factor of 0.95 per
epoch.

1The whole dataset is available as supplementary material [28]
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Fig. 4: Left: stylized top view of the acquisition setup; Right: our hiker during an acquisition, equipped with the three head-mounted cameras.

Fig. 5: Architecture for the DNN [17] used in our system, and
representation of the maps in each layer

DNN architecture: A DNN is a feed-forward connectionist
model built out of successive pairs of convolutional and max-
pooling layers, followed by several fully connected layers (the
architecture adopted in our system is illustrated in Figure 5).
Input pixel intensities, rescaled to the range [�1, 1], are
passed through this complex, hierarchical feature extractor.
The fully connected layers at the end of the network act as
a general classifier. The free parameters (weights), initialized
with random numbers from an uniform distribution in the
range [�0.05, 0.05], are jointly optimized using stochastic
gradient descent to minimize the misclassification error over
the training set.

Convolutional layers [29] perform 2D convolutions of their
input maps with a rectangular filter. When the previous layer
contains more than one map, the results of the correspond-
ing convolutions are summed and transformed by a scaled
hyperbolic tangent activation function. Higher activations will
occur where the filter better matches the content of the map,
which can be interpreted as a search for a particular feature.

The output of the max-pooling (MP) layers [30] is formed by
the maximum activations over non-overlapping square regions.
MP layers decrease the map size, thus reducing the network
complexity. MP layers are fixed, non-trainable layers selecting
the winning neurons. Typical DNNs are much wider than
previous CNN, with many more connections, weights and
non-linearities. A GPU implementation [31] is used to speed
up training. The output layer is a fully connected layer with
one neuron per class (i.e. TL, GS and TR), activated by a
softmax [32] function. Each output neuron’s activation can be
interpreted as the probability of the input image belonging to
that class.

IV. EXPERIMENTAL RESULTS

Performance metrics: We use the testing set defined in
Section III-A (7355 images) in order to compute performance
metrics for different classification techniques.

For the three-class classification problem defined in Sec-
tion II, we compute the absolute accuracy (i.e. fraction of
correctly classified images) and the confusion matrix.

We additionally consider a derived two-class classification
problem, on which additional, more robust performance mea-
sures can be defined. In the two-class problem, one has to
decide whether an input image is of class GS or not (i.e.,
whether a trail is visible straight ahead, or not). The image
is classified as GS if and only if P (GS) > T . We report
the accuracy of the binary classifier for T = 0.5, and the
corresponding precision, recall, and the area under the ROC
curve (the last is a robust metric and does not depend on the
choice of T ).

Comparisons: In the following, we compute the perfor-
mance of our technique (DNN), where P (TL), P (GS) and
P (TR) are directly computed by applying the DNN model
to the input frame. We compare its performance to three
alternatives.
1. Simple Saliency-based Model. We compute saliency

maps of the input frame using Itti’s model [33], as in
Santana et al. [12]. This map is computed on the image
hue only, which preliminary experiments shown to be
the configuration where saliency is most correlated to
trail location. The saliency map is discretized to 16 ⇥ 9
blocks, and the average saliency for each block yields a
144-dimensional feature vector. A SVM model with an

http://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=7083369
http://ieeexplore.ieee.org/xpl/tocresult.jsp?isnumber=7419970
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Generative Adversarial Networks

“Generative Adversarial Networks is the most interesting 
idea in the last ten years in machine learning” 
Yann LeCun, 
Chief AI Scientist, Facebook

30

Ian Goodfellow
OpenAI



MACHINE LEARNING: 
THE LARGE HADRON 

COLLIDER



“There are, therefore, agents in nature able to make the 
particles of bodies stick together by very strong 
attractions. And it is the business of experimental 
philosophy to find them out”

Sir Isaac Newton
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Jörg Wenninger

The Large Hadron Collider

Collision energy
13 TeV

Total stored energy
720 MJ

Collision rate
1GHz

Length
26.7 km

One Ring to rule them all,
One Ring to find them,
One Ring to bring them all
And in the darkness bind them. 
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Parameters of the Standard Model
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Symbol Description Renormalization Value
me Electron mass 511 keV
mμ Muon mass 105.7 MeV
mτ Tau mass 1.78 GeV
mu Up quark mass μMS = 2 GeV 1.9 MeV
md Down quark mass μMS = 2 GeV 4.4 MeV
ms Strange quark mass μMS = 2 GeV 87 MeV
mc Charm quark mass μMS = mc 1.32 GeV
mb Bottom quark mass μMS = mb 4.24 GeV
mt Top quark mass On-shell scheme 172.7 GeV
θ12 CKM 12-mixing angle 13.1°
θ23 CKM 23-mixing angle 2.4°
θ13 CKM 13-mixing angle 0.2°
δ CKM CP-violating Phase 0.995
g1 or g' U(1) gauge coupling μMS = mZ 0.357
g2 or g SU(2) gauge coupling μMS = mZ 0.652
g3 or gs SU(3) gauge coupling μMS = mZ 1.221
θQCD QCD vacuum angle ~0
v Higgs VEV 246 GeV
mH Higgs mass 125 GeV

http://www.wikiwand.com/en/MSbar_scheme
http://www.wikiwand.com/en/On-shell_scheme
http://www.wikiwand.com/en/CP_violation
http://www.wikiwand.com/en/Vacuum_angle


21st Century Physics

o Are the 19 parameters of the Standard Model random 
numbers, or can they be explained?

o What makes a top quark a top quark, an electron and 
electron, and a neutrino a neutrino? 

Chris Quigg,
o What is dark matter?

o What is dark energy?
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Machine Learning in Particle Physics

Kyle Cranmer, ACAT 2017
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T O P I C S

•Evolution of the use of machine learning in physics: 

• traditional: classification & regression 

• emerging: inference & generation 

•Reorganization of the high-level HEP workflow 

• active learning for more efficient use of resources 

• containers & reusable workflows 

•Impact of these on HEP software & computing

2



Machine Learning in HEP, The Early Days

o 1988 Denby, Comp. Phys. Comm.49:429 (1988)

o 1990 Bhat, Lönnblad, Meier, Sugano, Snowmass; 
Lönnblad, Peterson, Rögnvaldsson, Phys. Rev. 
Lett. 65:1321 (1990)

o 1992 Peterson, CHEP 92, Denby, FERMILAB-
CONF-92-269-E (�����

o 1994 Bhat PC (for the DØ Collaboration), APS 
Meeting, Albuquerque, NM

o 1997 Moneti (CLEO Collaboration) Nuclear Physics 
B (Proc. Suppl.) 59:17 (1997)
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Observation of Single Top-Quark Production
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S. Jabeen,61 M. Jaffré,16 S. Jain,74 K. Jakobs,23 D. Jamin,15 C. Jarvis,60 R. Jesik,43 K. Johns,45 C. Johnson,69 M. Johnson,49

D. Johnston,66 A. Jonckheere,49 P. Jonsson,43 A. Juste,49 E. Kajfasz,15 D. Karmanov,38 P. A. Kasper,49 I. Katsanos,66

V. Kaushik,77 R. Kehoe,78 S. Kermiche,15 N. Khalatyan,49 A. Khanov,75 A. Kharchilava,68 Y. N. Kharzheev,36

D. Khatidze,69 T. J. Kim,31 M.H. Kirby,52 M. Kirsch,21 B. Klima,49 J.M. Kohli,27 J.-P. Konrath,23 A. V. Kozelov,39
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tions [the normalization part is (2.1–7.0)% for single-
tagged events and (9.0–11.4)% for double-tagged events],
and the correction for jet-flavor composition in W þ jets
events (13.7%), with smaller contributions from the inte-
grated luminosity (6.1%), jet energy resolution (4.0%),
initial-state and final-state radiation (0.6%–12.6%), b-jet
fragmentation (2.0%), t!t cross section (12.7%), and lepton
efficiency corrections (2.5%). All other contributions have
a smaller effect. The values given are the relative uncer-
tainties on the individual sources. The total uncertainty on
the background is (8–16)% depending on the analysis
channel.

After event selection, we expect single top-quark events
to constitute (3–9)% of the data sample. Since the uncer-
tainty on the background is larger than the expected signal,
we improve discrimination by using multivariate analysis
techniques. We have developed three independent analyses
based on boosted decision trees (BDT) [19], Bayesian
neural networks (BNN) [20], and the matrix element
(ME) method [21]. Our application of these techniques to
D0’s single top-quark searches is described in Ref. [6]. The
analyses presented in this Letter differ from previous im-
plementations in the choice of input variables and some
detailed tuning of each technique.

The BDT analysis has reoptimized the input variables
[22] into a common set of 64 variables for all analysis
channels. The variables fall into five categories, single-
object kinematics, global event kinematics, jet reconstruc-
tion, top-quark reconstruction, and angular correlations.
Separate sets of trees are created with these variables for
each channel. The BNN analysis uses the RuleFitJF algo-
rithm [23] to select the most sensitive of these variables,
then combines 18–28 of them into a single separate discri-
minant for each channel. The ME analysis uses only two-
jet and three-jet events, divided into aW þ jets-dominated
set and a t!t-dominated set. It includes matrix elements for
more background sources, adding t!t, WW, WZ, and ggg
diagrams in the two-jet bin and Wugg in the three-jet bin,
to improve background rejection.

Each analysis uses the same data and background model
and has the same sources of systematic uncertainty. We test

the analyses using ensembles of pseudo data sets created
from background and signal at different cross sections to
confirm linear behavior and thus an unbiased cross section
measurement. The analyses are also checked extensively
before b-tagging is applied, and using two control regions
of the data, one dominated by W þ jets and the other by t!t
backgrounds, as shown in Fig. 1. These studies confirm
that backgrounds are well modeled across the full range of
the discriminant output.
The cross section is determined using the same Bayesian

approach as in our previous studies [6]. This involves
forming a binned likelihood as a product over all bins
and channels, evaluated separately for each multivariate
discriminant, with no cuts applied to the outputs. The
central value of the cross section is defined by the position
of the peak in the posterior density, and the 68% interval
about the peak is taken as the uncertainty on the measure-
ment. Systematic uncertainties, including all correlations,
are reflected in this posterior interval.
We extract inclusive single top-quark cross sections

!ðp !p ! tbþ X; tqbþ XÞ of !BDT ¼ 3:74þ0:95
% 0:79 pb,

!BNN ¼ 4:70þ1:18
% 0:93 pb, and !ME ¼ 4:30þ0:99

% 1:20 pb. The sensi-
tivity of the analyses to a contribution from single top-
quark production is estimated by generating an ensemble
of pseudo data sets that sample the background model and
its uncertainties, with no signal present. We measure a
cross section from each pseudo data set, and hence obtain
the probability that the SM cross section is reached. This
provides expected sensitivities [stated in terms of Gaussian
standard deviations, (SD)] of 4.3, 4.1, and 4.1 SD for the
BDT, BNN, and ME analyses, respectively. The measured
significances, obtained by counting the number of pseudo
data sets above the measured cross section, are 4.6, 5.2, and
4.9 SD, respectively.
The three multivariate techniques use the same data

sample but are not completely correlated: the correlation
of the measured cross section using pseudo data sets
with background and SM signal is BDT : BNN ¼ 74%,
BDT : ME ¼ 60%, BNN : ME ¼ 57%. Their combina-
tion therefore leads to increased sensitivity and a more
precise measurement of the cross section. We use the three
discriminant outputs as inputs to a second set of Bayesian

0

100

200

Y
ie

ld
  [

E
ve

nt
s/

0.
05

]

Combination Output

HT < 175 GeV
1 b-tag
2 jets

Data
tb+ tqb

Wbb
Wcc

Wjj+Wc
Non-W

Multijets

D     2.3 fb  1

(a)  W+Jets Cross-Check Sample

20

40

60

80

0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
0

Y
ie

ld
  [

E
ve

nt
s/

0.
05

]

Combination Output

Data
tb+ tqb

Non-t
tt  

tt   +jets
Multijets

HT > 300 GeV
1-2 b-tags

4 jets

D     2.3 fb  1

(b)  tt Cross-Check Sample

FIG. 1 (color online). The combination discriminant outputs
for (a) W þ jets and (b) t!t cross-check samples. HT is the scalar
sum of the pT of the final-state objects (lepton, E6 T , and jets).

TABLE I. Number of expected and observed events in
2:3 fb% 1 for e and ", and 1 and 2 b-tagged analysis channels
combined. The uncertainties include both statistical and system-
atic components.

Source 2 jets 3 jets 4 jets

tbþ tqb signal 139 & 18 63 & 10 21 & 5
W þ jets 1829 & 161 637 & 61 180 & 18
Zþ jets and dibosons 229 & 38 85 & 17 26 & 7
t!t 222 & 35 436 & 66 484 & 71
Multijets 196 & 50 73 & 17 30 & 6
Total prediction 2615 & 192 1294 & 107 742 & 80
Data 2579 1216 724
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The Automated Physicist

o Automatically construct an algorithm to identify the 
particles from the main collision point.

o Automatically compress particle data ("#, %, & and 
identity) into a smaller set of numbers for further analysis.

o Automatically search for and characterize deviations 
between simulated and real data. 

o Automatically construct summary reports.
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“Almost half the activities people are paid almost $16 trillion 
in wages to do in the global economy have the potential to 
be automated by adapting currently demonstrated 
technology, according to our analysis of more than 2,000 
work activities across 800 occupations.”

McKinsey & Company, 
A FUTURE THAT WORKS: AUTOMATION, EMPLOYMENT, AND PRODUCTIVITY
Executive Summary January 2017
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