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Jet pseudorapidity distribution in direct photon events in pp̄ collisions at As51.8 TeV
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We present the first measurement of the jet pseudorapidity distribution in direct photon events from a sample

of p p̄ collisions atAs51.8 TeV, recorded with the Collider Detector at Fermilab. Quantum chromodynamics
~QCD! predicts that these events are primarily from hard quark-gluon Compton scattering,qg→qg, with the
final state quark producing the jet of hadrons. The jet pseudorapidity distribution in this model is sensitive to
parton momentum fractions between 0.015 and 0.15. We find that the shape of the measured pseudorapidity
distribution agrees well with next-to-leading order QCD calculations.@S0556-2821~98!01803-7#

PACS number~s!: 13.85.Qk, 12.38.Qk
on
d
in
on
er
r
ro
e

ud

o

is-

l of

in
e of
d a
n.
by

t
ly-
m-
ss

xt-to-
-

I. INTRODUCTION

Direct photon production in high energy hadron-hadr
interactions provides a precise test of quantum chromo
namics~QCD!, because photons produced in the primary
teraction are not affected by subsequent strong interacti
Previous studies have traditionally measured the transv
momentum (PT) @1# distribution of the photon. In this pape
we examine the jet recoiling opposite the direct photon p
duced inp p̄ collisions atAs51.8 TeV, as recorded by th
Collider Detector at Fermilab~CDF! @2#. Specifically, we
present the first measurement of the shape of the jet pse
rapidity distribution, where the jet pseudorapidity,h j , is
2 ln(tanuj/2), andu j is the polar angle of the jet relative t
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the proton beam. In this analysis the jet pseudorapidity d
tribution is the differential cross section,d3s/dh jdhgdPT ,
integrated over the photon transverse momentum interva
16,PT,40 GeV/c, and a photon pseudorapidity (hg) in-
terval of uhgu,0.9.

Photons directly produced in the initial interaction,
contrast with those from subsequent particle decays, ar
interest because they provide a clean test of QCD an
constraint on the parton distribution functions for the proto
In leading order QCD, direct photons are produced
Compton scattering (qg→qg) and q q̄-annihilation
(q q̄→gg), with Compton scattering contributing abou
90% of the cross section in the kinematic range of this ana
sis. These production modes result in a jet of particles co
ing from the fragmentation of the recoiling parton. The cro
sections for these processes have been calculated to ne
leading order@3# ~NLO! accuracy with QCD. Our measure
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57 1361JET PSEUDORAPIDITY DISTRIBUTION IN DIRECT . . .
ment of theh j distribution extends to62.8, which, together
with the aforementioned photon kinematic limits, defines
range of the parton momentum fractions (x) that are probed.
The kinematic correspondence between jet pseudorap
and partonx is illustrated in Fig. 1, where the high-x (xH)
and low-x (xL) partons are shown as a function of jet pse
dorapidity for the average photonPT of this analysis@4#. The
low-x parton momenta changes very little, while the highx
parton momenta ranges over 0.03,x,0.15.

Previous measurements of the direct photonds/dPT dis-
tribution at p p̄ colliders @5,6,7,8# have shown qualitative
agreement with NLO QCD predictions over four orders
magnitude. However detailed comparisons have shown
the data have a somewhat steeper slope than QCD pre
for photons withPT,30 GeV/c. The discrepancy in thePT
spectrum may be explained by the fact that the NLO Q
calculation only incorporates radiation from one addition
initial state gluon, while nature can have photon product
processes with multiple initial-state gluon emissions~extra
‘‘ KT’’ ! @9#. These extra gluon emissions can provide an
ditional transverse momentum boost to the photon-jet s
tem, and therefore an additional smearing of the falling p
ton PT spectrum. The smearing effect is largest for lowPT
photons, and increases the observed cross section be
that predicted by NLO QCD. However, since it has litt
effect at highPT , it tends to make thePT slope steeper in the
data than in the calculation. In our measurement the ave
photonPT is nearly the same for all jet pseudorapidities co
sidered, and theKT should therefore influence eachh j -bin
nearly equally. Hence the shape of theh j -distribution should
be insensitive to thisKT effect and disagreements with NLO
QCD due to this effect alone may not be apparent. Howe
if the deficit in the predicted number of photons at lowerPT
can be accounted for by a modification in the gluon distrib
tion of the proton@10#, discrepancies may appear in the
pseudorapidity distribution. We note that modification of t
gluon distribution, although at higherx (x.0.3), has been
proposed@11# to explain a discrepancy between data a
NLO QCD calculations of the inclusive jet cross secti
measured by CDF and D0@12,13#.

II. CDF DETECTOR AND PHOTON IDENTIFICATION

The data presented here correspond to an integrated l
nosity of 16 pb21 of p p̄ collisions collected by CDF in the
1992–1993 Tevatron collider run, and is the same d
sample used in a previously published direct photonPT mea-
surement@6#. The primary components of the detector re
evant for this analysis are those that determined thep p̄ col-
lision vertex, and measured photon and jet kinematics:
vertex tracking chamber, the central tracking cham
~CTC!, and the calorimeters. Thep p̄ vertex defines the ori-
gin of the coordinate system@1# used to determine the pola
angle,u, of the photon and jet. The CTC is used to det
charged particles. The electromagnetic~EM! and hadronic
calorimeters are used for jet identification. The calorimete
which extend outh564.2, have a projectiveh2f tower
geometry @14#. The tower segmentation isDh3Df'0.1
315° for the EM~hadronic! calorimeter out to pseudorapid
ties of61.1 (61.3), and'0.135° for higher pseudorapidi
e
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ties. Jets are identified from their clustering of transve
energy,ET , in theh2f grid of the calorimeter towers. The
standard CDF jet clustering algorithm@15# is used with a jet
cone radius of 0.7, where the radius is the distance from
cluster centroid,DR5ADh21Df2. Photon candidates ar
required to be within the central region (uhu,1.1) of the EM
calorimeter where improved photon discrimination agai
background is possible due to the presence of the cen
preshower~CPR! chambers and the central electromagne
strip ~CES! chambers. The CPR chambers are located
front of the EM calorimeter and they sample electromagne
showers that begin in the 1.08 radiation length thick solen
dal magnet coil directly in front of them. The CES chambe
embedded in the EM calorimeter near shower maximum,
used to measure the transverse profiles of showers.

The events used in this analysis contain an isolated clu
of energy in the central EM~CEM! calorimeter with no
charged tracks pointing to the cluster. These events are
lected by a trigger that requires a photon candidate to
above aPT threshold of 16 GeV/c and to be isolated, with
Eiso(0.7),2 GeV. Here,Eiso(0.7) is the transverse energ
in a cone ofDR,0.7 around the candidate, but excluding t
energy of the candidate. Photon candidates are require
pass the fiducial and selection cuts summarized in refere
@5,6#. A requirement of no more than one energy cluster
CES chamber reduces the background from photons f
p0→gg andh→gg decays. About half of the photon can
didates that pass the cuts are from these decays where
photons overlap in the CES, and are not readily distingui
able from single photons on an event-by-event basis. T
are distinguishable on a statistical basis by using the ba
ground subtraction methods described in references@5,6#.
The systematic uncertainty on an absolute cross section m
surement from the background subtraction is 8%, but in t
analysis~which is the ratio of cross sections at different j

FIG. 1. The momentum fractions of the high (xH) and low (xL)
x partons required to produce a jet at the specifieduh j u recoiling
against a photon ofPT521 GeV/c andhg50, the mean values for
this analysis.
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1362 57F. ABE et al.
pseudorapidities! the uncertainty is reduced to less than 1
and is negligible.

III. JET INFORMATION AND CORRECTIONS

After the photon backgrounds are subtracted, the jet in
mation in the events must be corrected to match the N
QCD calculations to which the measurements will be co
pared. The calculations include the 2→2 processes,qg→gq

andq q̄→gg, as well as the higher order virtual correctio
to these processes. In addition, the calculations includ
tree-level 2→3 processes that contain an energetic sec
jet, but these terms have larger theoretical uncertain
Thus one would like to limit the number of events with a
energetic second jet. Another reason to reduce such a pro
is that the available calculations are at the parton level,
are without fragmentation effects or an underlying ev
from spectator interactions which may also produce an e
getic second jet. In this analysis all jets identified by t
standard CDF jet clustering algorithm are considered as
didates to be the jet arising from the 2→2 process. The
fraction of events with multiple jets is large, as is shown
Table I. The data’sDfg j distribution for the largestET jet is
shown in Fig. 2, whereDfg j is the difference in the jet and
photon azimuthal angles. Events with the 2→2 topology oc-
cupy the peak at 180°. The width of the distribution due
detector effects alone is expected to be'3°, but the data are
much broader than this, indicating that the physics effe
discussed above appear to be significant. Thus, events in
shoulders of the distribution generally have an energetic
ond jet in the event. To illustrate this the ratio of secon
largest jetET to largest jetET is shown in Fig. 3. This figure
shows theET ratio for all events with a second jet, and al
with an additional cut 150°,Dfg j,210°. One can see tha
there is a correlation between the difference in azimut
angles between the jet and photon, and the presence o
energetic second jet. Therefore we will use theDfg j restric-
tion to improve the selection of data satisfying the 2→2
scattering topology. TheDfg j cut is a kinematic limit. This
limit, and the others used for the jet pseudorapidity meas
ment are summarized in Table II.

The jet pseudorapidity distribution is symmetric abo
h j50 at the Tevatron collider, so the data are partition
into pseudorapidity bins ofuh j u. In order to compare thes
data with NLO QCD calculations, one must apply vario
corrections to the data. The data are corrected for pho
acceptance withinuhgu,0.9, which includes the trigger an
selection efficiencies and is'39% on average. In addition
the data’s jet pseudorapidity distribution must also be c

TABLE I. The fraction of events with multiple jets as functio
of the minimum jetET .

Minimum ET

~GeV!
Fraction of

Events

5 82.8%

10 40.5%

15 12.4%
r-
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rected. Even with theDfg j cut described above, the effe
of parton fragmentation, detector response, and jet rec
struction can lead to events where the reconstructed jet
a differenth bin than the original parton. It is also possib
due to detector resolution for a second jet in the event to
misidentified as the primary jet, and this second jet could
in a differenth bin than the primary parton. In addition,
small (,1%) fraction of events do not have a reconstruc
jet. Therefore we have used a QCD Monte Carlo progr
and a detector simulation to correct the jet distribution ba
to the parton level, and we call this correction the part
acceptance,Pacc . The parton acceptance is calculated us
the leading orderPAPAGENO @16,17# Monte Carlo program
that generatesqg→qg andq q̄→gg interactions. The inter-
action is given a transverse momentum boost (KT) to simu-
late the effects of all gluon radiation. ThisKT boost is tuned
on CDF dijet data@15#, and the same boost is observed
bring the simulatedDfg j distribution into agreement with
the data. The outgoing partons are fragmented into jets
particles, with an empirical fragmentation model based
CDF data@15#. Underlying event energy is added using
model also tuned on CDF dijet data. Finally, the detec
response is simulated and the results are analyzed as
The detector resolution effects are determined using jets
to anh j of 64.2. Such large pseudorapidities are importa
in order to constrain the corrections for smearing acr
h j -bins as the resolution worsens for increasingh j . Table III
gives the range of each pseudorapidity bin, the parton ac
tance, and the corrected number of events. The correction
the number of events include both the photon and par
acceptance. Also tabulated is the fully-correcteduh j u distri-
bution,R(h j ), which is the corrected event distribution no
malized to 1.0 in the 0,uh j u,0.7 bin. The quantityR(h j )
is just the ratio of cross sections integrated over the ki
matic limits specified in Table II:ds/dh j normalized to

FIG. 2. The difference in azimuthal angle,Dfg j , between the
photon and the highestET jet is shown for the data. The arrows giv
the outer limits of the back-to-back restriction used in this analy
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ds/dh j (0,uh j u,0.7). The measured values are shown
Fig. 4, with statistical uncertainties only.

IV. SYSTEMATIC UNCERTAINTIES

The measurement ofR(h j ) has eight different sources o
systematic uncertainty@18#, listed in Table IV. The system
atic uncertainties listed in Table III are the quadrature sum
the uncertainties given in Table IV. The first uncertainty d
to the photon background subtraction was discussed ea
and is less than 1%. The second systematic uncertainty is
to the detector simulation of the CDF calorimeters in t
regions between detector boundaries. The CDF calorim
is not hermetic and in the noninstrumented regions the
ergy response for a jet is affected. This can change the
constructed pseudorapidity of the jet and therefore the pa
acceptancePacc . The uncertainty is obtained by varying th
calorimetry response in the boundary towers from no ene
to 50% more than nominal. This may appear an extre
variation, but since the boundary towers subtend a sm
fraction of the complete jet, this variation is on average a f
percent variation of the jet energy, which is consistent w
the jet energy uncertainties determined with constraints fr
the transverse momentum balance with the photon. Thi

FIG. 3. The ratio of jetET for the second largestET jet and the
largestET jet is shown, if a second jet is present. The dashed lin
with the photon-jetDfg j cut as discussed in the text.

TABLE II. The kinematic limits of the jet pseudorapidity mea
surement. The photon pseudorapidity and transverse momentum
given by hg and PT respectively. The difference between phot
and jet azimuthal angles is given byDfg j .

uhgu,0.9

16,PT,40 GeV/c

150°,Dfg j,210°
f
e
ier
ue

ry
n-
e-
n

y
e
ll

h
m
is

the largest uncertainty in the analysis, an 8% uncertainty
the highest twoh j bins. The third systematic uncertaint
explores the sensitivity of the analysis to theDfg j limit. The
limit is varied by 610° and the entire analysis repeate
giving rise to 3% changes inR(h j ). The fourth uncertainty
is due to the slight sensitivity of the parton acceptance c
rections to changes in the shape of the simulatedh j spec-
trum. Since the main theoretical variation in this shape is d
to the input parton distribution functions, we take the diffe
ence inPacc when changing the parton distributions from th
default @17# to CTEQ2ML as the uncertainty~changing to
CTEQ2MF gave the same variation!.

The remaining four systematic uncertainties are due to
event generation used in constructing the parton accept
correctionsPacc . These are uncertainties in the comparis
of data and NLO QCD, rather than in the measurement its
Any uncertainties in the basic comparison of data and N
QCD must be examined, and we include them in the ‘‘e
perimental’’ uncertainties in this paper. A complete QC
model would include the four effects we are concerned w

is

are

TABLE III. The parton acceptance,Pacc , and the number of
events (Nev) per bin corrected for the photon trigger, selection e
ficiencies, and the parton acceptance. The fully-corrected jet p
dorapidity distribution,R(h j ), is normalized so thatR(h j )[1.00 in
the first h bin. The ‘‘Stat.’’ and ‘‘Sys.’’ uncertainties are the per
centage statistical and systematic uncertainties onNev andR(h j ).

uh j u
Bin: Range Pacc Nev

R(h j )
data

Stat.
Error~%!

Sys.
Error~%!

1: 0.0–0.7 0.953 49266 [1.000 - -
2: 0.7–1.4 0.976 37894 0.769 2.8 5.8
3: 1.4–2.1 0.918 24012 0.487 3.9 10.3
4: 2.1–2.8 1.20 13270 0.269 7.2 14.8

FIG. 4. The fully-corrected shape of theuh j u distribution,
R(h j ), is shown for the data with statistical uncertainties only.
NLO QCD calculation is also shown for comparison~see text!.
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~1! the fragmentation of the final state partons into jets,~2!
full initial state parton showers (KT), ~3! an underlying event
from spectator interactions, and~4! higher order QCD effects
that give rise to an energetic second jet. These four eff
are highly correlated with each other. There is no way
separate them in the data or in a complete QCD model,
our event generator introduces these effects empirically
we are able to vary them individually to estimate the syste
atic uncertainty for each@18#. For example, the higher orde
QCD uncertainty is obtained by varying the mixture of lea
ing order 2→2 events and higher order 2→3 events. The
resulting change in the measurement is shown in Table
as well as the uncertainties obtained by varying the pa
fragmentation, underlying event, andKT used in the even
generator.

FIG. 5. The CTEQ2ML and CTEQ2MF parton distribution se
are compared in thex andQ2 range relevant for this measuremen
The main difference between these two sets is in the shape o
gluon distribution.

TABLE IV. The systematic errors associated with various
pects of the measurement of the parton pseudorapidity distribu
The last four entries are uncertainties in the comparison of data
the NLO QCD model, rather than the measurement itself.

Source of uncertainty
uh j u bin
0.0–0.7

uh j u bin
0.7–1.4

uh j u bin
1.4–2.1

uh j u bin
2.1–2.8

Multiphoton background
subtraction

- ,1% ,1% ,1%

Detector simulation - 5% 8% 8%

Dfg j limit variation - 3% 3% 3%

Slope ofh j distribution - ,1% ,1% 2%

Parton fragmentation - 2% 3% 7%

Initial state parton shower - 1% 3% 8%

Underlying event - ,1% 5% 3%

Higher order QCD - 1% 1% 2%
ts
o
ut
d
-

-

,
n

V. COMPARISON WITH NLO QCD

The normalized pseudorapidity distribution,R(h j ), is
plotted in Fig. 4 along with a NLO QCD calculation@3# of
the cross section ratio. The calculation uses a typical fac
ization and renormalization scale used in direct photon c
culations,m5PT/2, and the CTEQ2M@19# proton parton
distribution functions. There is good agreement between
measurement and the calculation. The same conclusio
reached if comparing to the most recent parton distributi
from CTEQ, namely CTEQ4M@20#. The NLO QCD calcu-
lation using CTEQ4M is only a few % below CTEQ2M i
the lasth j bin.

A more detailed comparison of the measuredh j distribu-
tion with QCD may be made by considering different sca
and parton parameterizations. Since the inclusive pho
cross section measurement from CDF@6# compared to the
CTEQ2M parton distributions, we will use these parton s
to compare to as well. The contrast between different par
distributions may be clarified by the following conside
ations. For this analysis the average momentum fraction
the initial state partons probe the range fromx50.015 to
0.15, as discussed earlier and shown in Fig. 1. The variat
@19,21# among sets of parton distributions in thisx-range are
due primarily to the differing gluon and sea quark distrib
tions. Figure 5 shows how CTEQ2ML and CTEQ2MF diff
in the behavior of the gluons whereas the valence qua
show only a small variation over thex-range of this analysis
Furthermore, since the sea quarks are derived from the
ons, even the small changes there are driven primarily
changes in the gluons. Hence, this measurement is prim
sensitive to changes in the slope of the gluon distribut
from x50.015 to 0.15.

he

FIG. 6. A shape comparison between theuh j u distribution in the
data and the NLO QCD calculation on a linear scale. The data
divided by the NLO QCD calculation with CTEQ2M parton distr
butions, and normalized to unity in the first bin.
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To make differences between the data and the the
more discernable, Fig. 6 shows the data divided by the N
QCD calculation with CTEQ2M parton distributions, an
normalized to unity in the first bin. The NLO QCD calcula
tions using various other parton distributions are subjecte
the same procedure and are also presented in the same
for comparison. The Martin-Roberts-Stirling set A~MRSA!
@21# parton distributions are a ‘‘best-fit’’ parameterizatio
similar to the CTEQ2M distributions. The lower theo
curve, such as CTEQ2MF, are those where the gluon par
eterizations fall more rapidly with increasingx in our kine-
matic range. The systematic uncertainties are also show
Fig. 6. The deviations between data and theory were te
using a standard covariance-matrixx2 test, which included
the bin-to-bin jet pseudorapidity correlations of the vario
components of the systematic error. We find all of the par
parameterizations in Fig. 6 are consistent with data wit
one standard deviation. Changing the renormalization s
to m5PT moves all the theoretical curves down by 7% at t
largesth j in Fig. 6, but does not change the basic conc
sions drawn with the scalem5PT/2. The sets of parton dis
tributions tested are only meant to be a representa
sample. Parameterizations with gluon distributions that
more rapidly than CTEQ2MF may still be allowed by oth
measurements used in the standard global QCD anal
@19,21#, yet would be disfavored by this measureme
Therefore these data could provide an important constr
once incorporated into the global analyses of parton distr
tion functions.
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VI. SUMMARY

We have presented the first measurement of the jet p
dorapidity distribution in direct photon events inp p̄ colli-
sions atAs51.8 TeV. The shape of the jet pseudorapid
distribution agrees well with NLO QCD calculations, eve
though previous photonPT measurements have shown a
excess at lowPT . This may be due to the insensitivity of thi
measurement to multigluon emissions, which is one expla
tion of the lowPT excess. This analysis is unable to discrim
nate clearly between the four parton parameterizations tes
Nevertheless, the present data provide a new type of c
straint on the shape of the gluon distribution in global QC
analyses. Our analysis also lays the groundwork for fut
measurements of jet pseudorapidity with higherPT photons.
Such data would probe increasingx-values, perhaps extend
ing above 0.3 where large changes in the gluon distribut
have recently been proposed to explain the inclusive jet c
section from CDF and D0.
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