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Jet pseudorapidity distribution in direct photon events in p?collisions at/s=1.8 TeV
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We present the first measurement of the jet pseudorapidity distribution in direct photon events from a sample
of p?collisions atys=1.8 TeV, recorded with the Collider Detector at Fermilab. Quantum chromodynamics
(QCD) predicts that these events are primarily from hard quark-gluon Compton scattggingyy, with the
final state quark producing the jet of hadrons. The jet pseudorapidity distribution in this model is sensitive to
parton momentum fractions between 0.015 and 0.15. We find that the shape of the measured pseudorapidity
distribution agrees well with next-to-leading order QCD calculati$86556-282(198)01803-1

PACS numbgs): 13.85.Qk, 12.38.Qk

I. INTRODUCTION the proton beam. In this analysis the jet pseudorapidity dis-
tribution is the differential cross sectiod®s/d n;dn,dPr,
Direct photon production in high energy hadron-hadronintegrated over the photon transverse momentum interval of
interactions provides a precise test of quantum chromodyl6<P;<40 GeVk, and a photon pseudorapidity;() in-
namics(QCD), because photons produced in the primary in-terval of | 7;,/|<0.9.
teraction are not affected by subsequent strong interactions. Photons directly produced in the initial interaction, in
Previous studies have traditionally measured the transversmntrast with those from subsequent particle decays, are of
momentum Py) [1] distribution of the photon. In this paper interest because they provide a clean test of QCD and a
we examine the jet recoiling opposite the direct photon proconstraint on the parton distribution functions for the proton.
duced inpp collisions atys=1.8 TeV, as recorded by the !N leading order QCD, direct photons are produced by
Collider Detector at FermilalfCDF) [2]. Specifically, we Compton scattering og—qy) and qg-annihilation
present the first measurement of the shape of the jet pseud@ q—gy), with Compton scattering contributing about
rapidity distribution, where the jet pseudorapidity;, is  90% of the cross section in the kinematic range of this analy-
—In(tan 6;/2), and#; is the polar angle of the jet relative to sjs. These production modes result in a jet of particles com-
ing from the fragmentation of the recoiling parton. The cross
sections for these processes have been calculated to next-to-
*Visitor. leading ordeff3] (NLO) accuracy with QCD. Our measure-
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ment of the; distribution extends ta- 2.8, which, together 016 T T
with the aforementioned photon kinematic limits, defines the
range of the parton momentum fractiong that are probed. 0.14 |- ]

The kinematic correspondence between jet pseudorapidit
and partonx is illustrated in Fig. 1, where the high<{xy)
and lowx (x,) partons are shown as a function of jet pseu-
dorapidity for the average photdy; of this analysi§4]. The
low-x parton momenta changes very little, while the high-
parton momenta ranges over 0<08<0.15.

Previous measurements of the direct phaderid Py dis-

tribution at pp colliders [5,6,7,§ have shown qualitative - 1
agreement with NLO QCD predictions over four orders of & gs L i
magnitude. However detailed comparisons have shown tha® i 1
the data have a somewhat steeper slope than QCD predic<
for photons withP1+<<30 GeVLk. The discrepancy in thE

spectrum may be explained by the fact that the NLO QCD i 1
calculation only incorporates radiation from one additional 0.02 - k& N

initial state gluon, while nature can have photon production

0.12 |- -

0.08 Xu -

age Parton X

0.04 -

processes with multiple initial-state gluon emissigestra o Lo i
“K+") [9]. These extra gluon emissions can provide an ad- 0 0-5 ! s 2 25
ditional transverse momentum boost to the photon-jet sys- Jet Pseudorapidity

tem, and therefore an additio.nal smear?ng of the falling pho- FIG. 1. The momentum fractions of the higk.0 and low ()
ton Py SpGthu_m. The smearing effect is largest fo_r IBw X partons required to produce a jet at the specifigd recoiling
photons, and increases the observed cross section beyoqgl; ;5 photon dP;=21 GeVk and 7, =0, the mean values for
that predicted by NLO QCD. However, since it has little g analysis.
effect at highP, it tends to make th®+ slope steeper in the
data than in the calculation. In our measurement the averadies. Jets are identified from their clustering of transverse
photonP+ is nearly the same for all jet pseudorapidities con-energy,Er, in the — ¢ grid of the calorimeter towers. The
sidered, and th&; should therefore influence eaof)-bin standard CDF jet clustering algorithm5] is used with a jet
nearly equally. Hence the shape of thedistribution should ~ cone radius of 0.7, where the radius is the distance from the
be insensitive to thi& effect and disagreements with NLO cluster centroid AR= A 7?+A¢2. Photon candidates are
QCD due to this effect alone may not be apparent. Howeverequired to be within the central regiofu{ <1.1) of the EM
if the deficit in the predicted number of photons at lowigr  calorimeter where improved photon discrimination against
can be accounted for by a modification in the gluon distribu-background is possible due to the presence of the central
tion of the proton[10], discrepancies may appear in the jet preshowerCPR chambers and the central electromagnetic
pseudorapidity distribution. We note that modification of thestrip (CES chambers. The CPR chambers are located in
gluon distribution, although at higher (x>0.3), has been front of the EM calorimeter and they sample electromagnetic
proposed[11] to explain a discrepancy between data andshowers that begin in the 1.08 radiation length thick solenoi-
NLO QCD calculations of the inclusive jet cross sectiondal magnet coil directly in front of them. The CES chambers,
measured by CDF and Dd2,13. embedded in the EM calorimeter near shower maximum, are
used to measure the transverse profiles of showers.
The events used in this analysis contain an isolated cluster
Il. CDF DETECTOR AND PHOTON IDENTIFICATION of energy in the central EMCEM) calorimeter with no

The data presented here correspond to an integrated lunfiharged tracks pointing to the cluster. These events are se-
nosity of 16 pb® of pp_collisions collected by CDF in the lected by a trigger that requires a photon candidate to be
1992-1993 Tevatron collider run, and is the same databove aPy threshold of 16 GeWd and to be isolated, with

sample used in a previously published direct phd®rmea- %is°(0'7)<2 GeV. Here,Eiso(0.7) is the transverse energy

surement6]. The primary components of the detector rel- in a cone ofAR<0.7 around the candidate, but excluding the
' P y P energy of the candidate. Photon candidates are required to

evant for this analysis are those that determinedothecol-  pass the fiducial and selection cuts summarized in references
lision vertex, and measured photon and jet kinematics: th?5,6]. A requirement of no more than one energy cluster per
vertex tracking chamber, the central tracking chambegs chamber reduces the background from photons from
(CTC), and the calorimeters. Thep vertex defines the ori- 7°— 5y and »— yy decays. About half of the photon can-
gin of the coordinate systefl] used to determine the polar didates that pass the cuts are from these decays where both
angle, 4, of the photon and jet. The CTC is used to detectphotons overlap in the CES, and are not readily distinguish-
charged particles. The electromagnetM) and hadronic  able from single photons on an event-by-event basis. They
calorimeters are used for jet identification. The calorimetersare distinguishable on a statistical basis by using the back-
which extend outp==*=4.2, have a projectivej— ¢ tower  ground subtraction methods described in refererj&e8).
geometry[14]. The tower segmentation & 7XA¢$~0.1  The systematic uncertainty on an absolute cross section mea-
X 15° for the EM(hadronig calorimeter out to pseudorapidi- surement from the background subtraction is 8%, but in this
ties of =1.1 (£ 1.3), and=0.1x5° for higher pseudorapidi- analysis(which is the ratio of cross sections at different jet
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TABLE I. The fraction of events with multiple jets as function A B U L p

of the minimum jetEr . 7000 - 7

Minimum E+ Fraction of 6000 ]

(Gev) Events C ]

8 i

5 82.8% O s000 ]

10 40.5% o ]

15 12.4% (] 4000 | R

1) [ ]

D ]

pseudorapiditigsthe uncertainty is reduced to less than 1% + 3000 l l 5

and is negligible. a>) : 1

L 2000 [ .

. JET INFORMATION AND CORRECTIONS ]

After the photon backgrounds are subtracted, the jetinfor- 4900 [ _'

mation in the events must be corrected to match the NLO ]

QCD calculations to which the measurements will be com- C : | . . ]
pared. The calculations include the-2 processesig— yq ° %0 700 150 200 250 300
andqq—gvy, as well as the higher order virtual corrections Photon—Jet A®,, (degrees)

to these processes. In addition, the calculations include at

tree-level 2-3 processes that contain an energetic second FIG. 2. The difference in azimuthal angléé,;, between the
jet, but these terms have larger theoretical uncertaintieghoton and the highe& jet is shown for the data. The arrows give
Thus one would like to limit the number of events with an the outer limits of the back-to-back restriction used in this analysis.

energetic second jet. Another reason to reduce such a proc Sted. Even with the\ ; cut described above, the effets
. . . . y ,
is that the available calculations are at the parton level, an f parton fragmentation, detector response, and jet recon-

are without fragmentation effects or an underlying eventyy,qtion can lead to events where the reconstructed jet is in
from spectator interactions which may also produce an enety gitferent 5 bin than the original parton. It is also possible

getic second jet. In this analysis all jets identified by theqye to detector resolution for a second jet in the event to be
standard CDF jet clustering algorithm are considered as cannisidentified as the primary jet, and this second jet could be
didates to be the jet arising from the—2 process. The in a different bin than the primary parton. In addition, a
fraction of events with multiple jets is large, as is shown insmall (<1%) fraction of events do not have a reconstructed
Table I. The data'd\ ¢,; distribution for the largesEr jetis  jet. Therefore we have used a QCD Monte Carlo program
shown in Fig. 2, wherd ¢, is the difference in the jet and and a detector simulation to correct the jet distribution back
photon azimuthal angles. Events with thes2 topology oc- to the parton level, and we call this correction the parton
cupy the peak at 180°. The width of the distribution due toacceptanceR,... The parton acceptance is calculated using
detector effects alone is expected to48°, but the data are the leading ordePAPAGENO[16,17] Monte Carlo program
much broader than this, indicating that the physics effectshat generateqg— gy andqg— gy interactions. The inter-
discussed above appear to be significant. Thus, events in tlaetion is given a transverse momentum bod&t)(to simu-
shoulders of the distribution generally have an energetic sedate the effects of all gluon radiation. THis; boost is tuned
ond jet in the event. To illustrate this the ratio of second-on CDF dijet datd15], and the same boost is observed to
largest jetEr to largest jetEy is shown in Fig. 3. This figure bring the simulatedA ¢,,; distribution into agreement with
shows theE ratio for all events with a second jet, and also the data. The outgoing partons are fragmented into jets of
with an additional cut 150%A ¢,;<210°. One can see that particles, with an empirical fragmentation model based on
there is a correlation between the difference in azimuthaCDF data[15]. Underlying event energy is added using a
angles between the jet and photon, and the presence of amodel also tuned on CDF dijet data. Finally, the detector
energetic second jet. Therefore we will use the,; restric-  response is simulated and the results are analyzed as data.
tion to improve the selection of data satisfying the=2  The detector resolution effects are determined using jets up
scattering topology. Tha ¢, cut is a kinematic limit. This  to an»; of +£4.2. Such large pseudorapidities are important
limit, and the others used for the jet pseudorapidity measurdn order to constrain the corrections for smearing across
ment are summarized in Table Il. n;-bins as the resolution worsens for increasipg Table 11

The jet pseudorapidity distribution is symmetric aboutgives the range of each pseudorapidity bin, the parton accep-
7;=0 at the Tevatron collider, so the data are partitionedance, and the corrected number of events. The corrections to
into pseudorapidity bins dfz;|. In order to compare these the number of events include both the photon and parton
data with NLO QCD calculations, one must apply variousacceptance. Also tabulated is the fully-correcteg| distri-
corrections to the data. The data are corrected for photohution, R(#;), which is the corrected event distribution nor-
acceptance withiz,|<0.9, which includes the trigger and malized to 1.0 in the &|;/<0.7 bin. The quantityr(7;)
selection efficiencies and i$39% on average. In addition, is just the ratio of cross sections integrated over the kine-
the data’s jet pseudorapidity distribution must also be cormatic limits specified in Table Illdo/d»; normalized to
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[ AR AR RN IRRARRRAREERRRRS TABLE lll. The parton acceptance?,.., and the number of
1800 [ All Events h events Ng,) per bin corrected for the photon trigger, selection ef-
C ] ficiencies, and the parton acceptance. The fully-corrected jet pseu-
w00 L TN 150°<A6,<210° ] dorapidity distributionR(#;), is normalized so tha&(#;)=1.00in
r 3 ] the first » bin. The “Stat.” and “Sys.” uncertainties are the per-
2 r ] t tatistical and systematic uncertaintieblgnand R( 7;)
< 1400 | . centage sta y u an 7;).
o ]
Lﬁ 1200 L b |7l R(7;) Stat. Sys.
- L J_LIT_,—\J-JL Bin: Range P Nep data  Erron%) Erron(%)
© 4000 | .
- I j 1: 0.0-0.7 0.953 49266 =1.000 - -
- 1 207-14 0976 37894 0769 2.8 5.8
€ r i 3:14-21 0.918 24012 0.487 3.9 10.3
3 L ] .
= 600 3 4:2.1-2.8 1.20 13270 0.269 7.2 14.8
400
i 1 the largest uncertainty in the analysis, an 8% uncertainty in
200 |- —_ the highest twoz; bins. The third systematic uncertainty
i 1 explores the sensitivity of the analysis to the; limit. The
O e e e e e s e limit is varied by +10° and the entire analysis repeated,

giving rise to 3% changes iR(7;). The fourth uncertainty
is due to the slight sensitivity of the parton acceptance cor-
rections to changes in the shape of the simulagedpec-
FIG. 3. The ratio of jeE; for the second large; jet and the trum. S_mce the main theorgtlcal variation in this shape is due
largestE+ jet is shown, if a second jet is present. The dashed line id0 the_ Input parton d|str|put|on funct|0ns', we tgke the differ-
with the photon-jetA ¢ ; cut as discussed in the text. ence inP4.. when changing the parton dISt.I’IbutIOI’lS from the
default[17] to CTEQ2ML as the uncertaintichanging to

CTEQ2MF gave the same variatjon

The remaining four systematic uncertainties are due to the
event generation used in constructing the parton acceptance
correctionsP,... These are uncertainties in the comparison
IV. SYSTEMATIC UNCERTAINTIES of data and NLO QCD, rather than in the measurement itself.

) ) Any uncertainties in the basic comparison of data and NLO
The measurement &¥(7;) has eight different sources of oCp must be examined, and we include them in the “ex-

systematic uncertainty1 8], listed in Table IV. The system- arimental” uncertainties in this paper. A complete QCD

atic uncertainties listed in Table Il are the quadrature sum of,gdel would include the four effects we are concerned with:
the uncertainties given in Table 1V. The first uncertainty due

to the photon background subtraction was discussed earlier
and is less than 1%. The second systematic uncertainty is du

Et of 2nd Jet/Et of 1st Jet

do/dn; (0<|#;/<0.7). The measured values are shown in
Fig. 4, with statistical uncertainties only.

L L B R R B B
Ao CDF Data 16 < Pi(») < 40 Gev/c

to the detector simulation of the CDF calorimeters in the 1 A . .
regions between detector boundaries. The CDF calorimetry 09 | 1907 < A< 210
is not hermetic and in the noninstrumented regions the en- 5 | i < 0.9
ergy response for a jet is affected. This can change the re A

constructed pseudorapidity of the jet and therefore the partor o7 1

acceptanc®,... The uncertainty is obtained by varying the 0.6 |

calorimetry response in the boundary towers from no energy >

to 50% more than nominal. This may appear an extremeZ 05 A

variation, but since the boundary towers subtend a smal®
fraction of the complete jet, this variation is on average a few o4 |
percent variation of the jet energy, which is consistent with
the jet energy uncertainties determined with constraints from
the transverse momentum balance with the photon. This is 0.3

NLO QCD (CTEQ2M and u = Pp/2) *
(Normalized to First Data Bin)

TABLE II. The kinematic limits of the jet pseudorapidity mea-
surement. The photon pseudorapidity and transverse momentum al
given by 7, and Py respectively. The difference between photon 02 g -015- — 1' — -115- o é — '2{5- .
and jet azimuthal angles is given iy, .

Jet Pseudorapidity

| 7]«/‘ <0.9
16<P;<40 GeVL FIG. 4. The fully-corrected shape of thley;| distribution,
150°<A ¢,;<210° R(7;), is shown for the data with statistical uncertainties only. A

NLO QCD calculation is also shown for comparis@ee text
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TABLE IV. The systematic errors associated with various as- L A R B
pects of the measurement of the parton pseudorapidity distribution.2; , [ NLO QCD (u = P,/2) -
The last four entries are uncertainties in the comparison of data with g 9 - . . E
the NLO QCD model, rather than the measurement itself. '-S Ratio with respect to CTEQZM 1

i i . . O 13 -
[ ;] bin 7] bin |7 bin |7 bin O ]
Source of uncertainty 0.0-0.7 0.7-1.4 1.4-2.1 2.1-2.8 o A Statistical Uncertainties i
@] . - i
Multiphoton background - <1% <1% <1% = 2 r ® Systematic Uncertainties ]
SUth’aCtIOI’.I . ~ _
Detector simulation - 5% 8% 8% o4 L ]
A ¢, limit variation : 3% 3% 3% g CTEQ2ML
Slope of 5; distribution - <1% <1% 2% - ‘ | MRSA A0
Parton fragmentation - 2% 3% 7% 8 & i ; f._ETEoz n
Initial state parton shower - 1% 3% 8% + i
Underlying event - <1% 5% 3% S .
. 09 |
Higher order QCD - 1% 1% 2% - . . . CTEQZMF
9 Q ° ° ° 8 Relative to First Bin ]
a J
(1) the fragmentation of the final state partons into jé23, 08 g T
full initial state parton showerd{(;), (3) an underlying event Jet Pseudoropldlty

from spectator interactions, aifd) higher order QCD effects
that give rise to an energetic second jet. These four effects
are highly correlated with each other. There is no way to FIG. 6. A shape comparison between thg| distribution in the
separate them in the data or in a complete QCD model, buiata and the NLO QCD calculation on a linear scale. The data are
our event generator introduces these effects empirically andivided by the NLO QCD calculation with CTEQ2M parton distri-
we are able to vary them individually to estimate the systembutions, and normalized to unity in the first bin.
atic uncertainty for eacfil8]. For example, the higher order
QCD uncertainty is obtained by varying the mixture of lead-
ing order 2-2 events and higher order-23 events. The V. COMPARISON WITH NLO QCD
resulting change in the measurement is shown in Table IV, The normalized pseudorapidity distributioR(7;), is
as well as the uncertainties obtained by varying the partoRjotted in Fig. 4 along with a NLO QCD caIcuIatlc[G] of
fragmentation, underlying event, amt- used in the event the cross section ratio. The calculation uses a typical factor-
generator. ization and renormalization scale used in direct photon cal-
culations, u=P+/2, and the CTEQ2M19] proton parton
distribution functions. There is good agreement between the
measurement and the calculation. The same conclusion is
reached if comparing to the most recent parton distributions
from CTEQ, namely CTEQ4MZ20]. The NLO QCD calcu-
lation using CTEQ4M is only a few % below CTEQ2M in
the last; bin.
5 A more detailed comparison of the measurgddistribu-
] tion with QCD may be made by considering different scales
] and parton parameterizations. Since the inclusive photon
cross section measurement from CP# compared to the
CTEQ2M parton distributions, we will use these parton sets
to compare to as well. The contrast between different parton
distributions may be clarified by the following consider-
ations. For this analysis the average momentum fractions of
the initial state partons probe the range froms 0.015 to
0.15, as discussed earlier and shown in Fig. 1. The variations
[19,21] among sets of parton distributions in thiigange are
r due primarily to the differing gluon and sea quark distribu-
05 56z 0+ 008 008 01 012 014 016 018 02  UONS. Figure 5 shows how CTEQ2ML and CTEQ2MF differ
in the behavior of the gluons whereas the valence quarks
Parton X o . .
show only a small variation over therange of this analysis.
Furthermore, since the sea quarks are derived from the glu-
FIG. 5. The CTEQ2ML and CTEQ2MF parton distribution sets Ons, even the small changes there are driven primarily by
are compared in the andQ? range relevant for this measurement. changes in the gluons. Hence, this measurement is primarily
The main difference between these two sets is in the shape of thgensitive to changes in the slope of the gluon distribution
gluon distribution. from x=0.015 to 0.15.

——Gluons

——————— Valence Quarks

L — Sea Quarks

[

0.9

08 [

CTEQ2ML/CTEQ2MF

07 |

06 [
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To make differences between the data and the theory VI. SUMMARY
more discernable, Fig. 6 shows the data divided by the NLO ,,
QCD calculation with CTEQ2M parton distributions, and
normalized to unity in the first bin. The NLO QCD calcula-
tions using various other parton distributions are subjected t§
the same procedure and are also presented in the same figy
for comparison. The Martin-Roberts-Stirling set(MRSA)

e have presented the first measurement of the jet pseu-

dorapidity distribution in direct photon events pp colli-

ions at\s=1.8 TeV. The shape of the jet pseudorapidity
istribution agrees well with NLO QCD calculations, even
ﬁ%ugh previous photo?+ measurements have shown an

L -~ " ~'V excess at lowPt. This may be due to the insensitivity of this
[21] parton distributions are a “bestfit” parameterization measurement to multigluon emissions, which is one explana-

similar to the CTEQ2M distributions. The lower theory s of the lowP; excess. This analysis is unable to discrimi-
curve, such as CTEQ2MF, are those where the gluon paranyaie clearly between the four parton parameterizations tested.
eterizations fall more rapidly with increasingin our kine-  Nevertheless, the present data provide a new type of con-
matic range. The systematic uncertainties are also shown iraint on the shape of the gluon distribution in global QCD
Fig. 6. The deviations between data and theory were testeghalyses. Our analysis also lays the groundwork for future
using a standard covariance-matgx test, which included measurements of jet pseudorapidity with higRgrphotons.

the bin-to-bin jet pseudorapidity correlations of the variousSuch data would probe increasirgvalues, perhaps extend-
components of the systematic error. We find all of the partoring above 0.3 where large changes in the gluon distribution
parameterizations in Fig. 6 are consistent with data withirhave recently been proposed to explain the inclusive jet cross
one standard deviation. Changing the renormalization scalgection from CDF and DO.

to u=P; moves all the theoretical curves down by 7% at the

largestn; in Fig. 6, but does not change the basic conclu- ACKNOWLEDGMENTS
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